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Abstract

This paper has considers the issues which arise whesidering the role of programmable and
active networking in the context of satellite baselédcommunications. The work presented here
was initiated and funded by the ESTEC, ARTES 1 oy The brief was to undertake a “study
addressing the use of Active and Programmable N&iag in Space and Ground Segment, to
improve the delivery of Multimedia Services ovetelli#te”. We motivate the plausibility of such
using active networking in this context by considgrthe evolutionary path of telecommunica-
tions satellites and show the advantages of corisg@lacing active components on the satel-
lites. By considering factors such as the adafi&€, multiple, tuneable footprints with onboard
routing or switching, the importance of on-boardgassing becomes more apparent to cope with
emerging codecs and can to provide local adaptatiarope with thing like link capacity varia-
tion and congestion. To emphases the issues otaukly, we have both used a codec which is
very much in development (JPEG2000) and have egglopw adapting to local conditions can
be used to improve application performance in #ue fof degraded transport (down link) quality.
This paper describes two approaches to manipuld®tG2000 frames with programmable and
active networks. The first approach is the userarfigcoding and the second is intelligent drop-
ping. These two approaches where considered, ticplar, for possible deployment with space
based platforms; specifically, communication sd&slwhich are not only IP enabled but may
host active components. Each approach offers diitgoossibilities and may be suitable for solv-
ing overlapping but different problems.
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1 Introduction

This paper describes two approaches to manipuld@®€G2000 frames with programmable and
active networks. The first approach is the userarisgcoding and the second is intelligent drop-
ping. These two approaches where considered, ticplar, for possible deployment with space
based platforms; specifically, communication s#éslwhich are not only IP enabled but may
host active components. Each approach offers diftgpossibilities and may be suitable for solv-
ing overlapping but different problems.

The work presented here brings together a numbéackground technical developments from
the communications satellite world, video-coding amtelligent programming models. A detailed
look at the developments of satellite based comaatioin platforms shows that there is the pos-
sibility of a fully IP enabled system, supportingilticast and quality of service in space. This not
only opens a range of possibilities, but preser® mrhallenges. Further, emerging coding
schemes open up new possibilities for manipulatiboontent within the networks. JPEG2000
was used as an example of the next generationatdtde codecs and it has been found that it
lends its self easily to helping the kind of prob&econsidered here, although much of these de-
velopments can be applied to other coding schemes.
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The two scenarios considered in detail in this pagpiatelligent dropping and transcoding — show
two approaches to coping with varying availabledvaidth, as will be available with DVB-S2.
They also illustrate two approaches to programmabtevorks. Intelligent dropping is best per-
formed by dedicated systems where queuing is peddr(for example routers or on the input to
link modulators) and so is best managed througfties!l Transcoding, in contrast, is codec spe-
cific and needs to be performed with a procedaagliage; it is thus an excellent example of an
application level active networking technology. Tessibility of network level active network-
ing is not demonstrated by these, but is considasea general issue in this context.

The work presented here was initiated and fundethbyEuropean Space Agency (ESA), Euro-
pean Space Research and Technology Centre (ESTEBTES 1 program. The complete project
report will be made available in due time. The twas to undertake a “study addressing the use
of Active and Programmable Networking in Space @ndund Segment, to improve the delivery
of Multimedia Services over Satellite”. The projecivered a wide range of issues including ar-
chitectural issues, candidate technologies, stasdaerformance and security. It also included
two demonstrations. The work presented here rafldus project with an emphasis on the dem-
onstrations developed (it should be noted thatintedligent dropping scenario discussed in this
paper was developed with Mr. Sellappan, as panioMSc, and is not identical with that used in
the study). Section 2 discusses the architectsgles both from the high level and business
model perspective and considering some detailh®fspace segment. Section 3 reviews some
technologies used in this study. In particularoibis at the evolution of satellite platforms for
broadcast media, JPEG20000 and SATIN, the mobilie ¢cechnology used here. Section 4 re-
views a number of applications for active netwogkin this context and outlines in more detalil
the two target scenarios of intelligent dropping &nranscending.

2 Architectural Issues

To understand the application of active networkimgatellite telecommunications it is important
to develop a high level architecture and busineasgat) describing both ways in which the tech-
nologies may be applied and the roles of orgamisatand players involved. It is also important
to consider the detailed architecture of the spaafform, as this is one of the least versatile
components and has the most stringent performauggrements.

2.1 The High Level Architecture

The high level architecture and context of the hedbgies discussed here is not rigidly defined,;
but is open to a number of scenarios, dependingusimess and application needs. To understand
the overall concept, we define the basic servieaaco in which some media.g. still images or

a video stream) is sent from a single source toayrgeveral users; and transits a satellite link.
There may or may not be wide area or local areaor&s on the user side as the users may, for
example, be within an organisation owning a sateticeiver, they may be using a VSAT device
or the satellite link may be providing a distrilmutisystem between two internet service provid-
ers.
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Figure 1. High level Architecture

In our context we define the following roles (whiaf course, may be taken by one or several
players depending on the details of the businesdethoThe Media Provider owns the content
which may be in any format. Optionally, the mediavyider may participate ‘actively’ in the ser-
vice by having a server which can encode the comedPEG2000 format. As an alternative, the
server may provide content in other formats whidhencoded on the fly at the satellite link in-
gress. For the intelligent dropping scenario, tiggéss point has to be involved in order to priori-
tise packets and add information to the data streasupport this. In either case, the satellite is
considered there to be an active component in wépatific flows can be directed to program-
mable components for treatment (e.g. trancodinigtetligent dropping). Finally, the stream may
either be re-coded to it original format at an sgractive component, or may be sent directly to a
terminal devices which can either directly decolde tontent through resident or downloaded
components. The final role in this high level modethe Active Components Provider which
hosts the active components to be diploid in equdrapriate node as required. In practice this
role may be played by a third party, the contenvjater or the satellite service provider.

2.2 The Satellite Platform Architecture

For this study our primary focus was on the funwiodescription of the satellite platform. For
this we defined a detailed architecture as a stapbint for developing a standard and the appro-
priate functional requirements. This architectuesweveloped so as to define the full context for
active services on a satellite platform. Howeverdice not define control and management con-
cepts for this. The Active components are expetddze hosted in a virtual machine run time en-
vironment such as the JavaVM. Within this contegtdefined four types of component. The Dy-
namic Components are those which constitute theeaservice and are deployed on demand. To
support these, we defined two sets of componenishwhteractvia the same semantics and in-
terfaces as the dynamic components; the InterfadeResident components. The Interface com-
ponents allow the service to interact with theasfructure of the satellite and the Resident com-
ponents allow the service to receive and sendttieara data. The final class of components in
the execution environment are those which managdatation and deployment of the active
components themselves.
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Figure 2. Satellite Active Architecture

Around the execution environment is the transpgstesn and the platform infrastructure. The
transport system comprises the DVB and MPEG (meltjpcapabilities; and some sense of
switching or routing capability. The transport grmthas to be capable of re-directing appropriate
flows to the active components as required and@addvintegrate with an active routing technol-
ogy (which was not explored in this study). Furthégre transport system can be controlled
through policies from the active components. Thetrwd through policies represents a second,
widely accepted, view of active networking and tlous system facilitates both application level
active networking and policy based programmabilBgth of these are useful and have been ex-
plored in this study. The infrastructure of theelae platform is accessed to retrieve and, possi-
bly, manipulate key capabilities. For example tletioam of an active component may need to
know the quality of the down link (discussed inalebelow), the state of IP queues in the
switch/router or the current loading on the exemugnvironment resources (CPU and Memory).

The function of the resident components is to pfevéonsistent interfaces to the dynamic com-
ponents, which preserving the security and integftthe satellites systems. Although compo-
nents to be deployed may be checked ‘off line’ ailtibe certified, it is still important that the
platform is capable of protecting its self. Thue thterface components would not just provide
APIs, but should restrict and schedule accessdaothtform; and should monitor for integrity
issues such as deadlock and livelock situations.

3 Technologies

This section discusses the technologies used tomEnate transcoding and intelligent dropping
with JPEG2000. The overall project reviewed a raafjpossible technologies, both for media
transport and programmable network implementafidre SATIN mobile code platform was se-
lected as an interesting example of a frameworkdasons discussed below. JPEG2000 was se-
lected as an interesting scalable codec, compatiitiea wide range of future applications.

3.1 The Programmable Component System: SATIN

We used thesATIN [i] platform to implement our active network SysteSATIN is a component
metamodel, which can be used to build adaptableess It is instantiated as a middleware sys-
tem, which can adapt itself or component basediegifns which run on top of it. Its use as an
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active networking platform was initially outlined a case study in [iIBATIN uses the principles
of reflection and logical mobility to offer adagtat primitives, and offers them as first class-citi
zens to applications. Reflection offers a metarfate to the system, which allowaTIN appli-
cations discover which components are availablallpcto be notified of changes in component
availability, to load and discard components, &cdver the interfaces that they offer and to read
and write metadata attached to a component. Logicdlility allowsSATIN systems to send and
receive components, classes, objects and dataN was designed for mobile devices and de-
vices with limited resources, such as mobile phares PDASs, and is implemented using Java 2
Micro Edition (Connected Device Configuration / &aral Profile). It occupies 150329 bytes of
memory, and provides the following services whioh r@levant to an active networking system:

* Réflection. The use of reflection allows the system to reasoout what it can currently do,
dynamically invoke components, use an event sewlteh notifies when there are changes
in component availability, and to discover new Aflat are offered by components.

e Logical Mobility. The use of logical mobility allows componentsbi® dynamically trans-
fered from oneATIN node to another.

« Dynamic Component Instantiation. Components can be dynamically discovered, inistant
ated and invoked.

* Advertising and Discovery. SATIN provides an adaptable framework for component mdve
tising and discovery.

e Security. SATIN nodes can employ digital signatures and trust mr@sms to verify incoming
components. MoreovesATIN uses the Java sandbox to instantiate components in

In conclusionSATIN is a small footprint middleware system that carubed to build adaptable
systems. It provides a minimal runtime API that b&nused to discover, request, deploy and in-
voke new components and an interface to reasornt ajwt individual components or the system
itself can do.

3.2 The JPEG2000 Codec

The graphics representation used in this studyth@dPEG2000 scalable codec. The fast expan-
sion of multimedia and Internet applications ledhe development of a new still image compres-

sion standard, JPEG2000 [iii]. This image codingtssn uses latest compression techniques
based on wavelet technology. Designed to complethenolder JPEG standard, JPEG2000 pro-

vides low bit-rate operation, error resilience aagerior compression index. Some of the impor-

tant features of JPEG2000 are lossless and lossgression, progressive transmission by resolu-
tion or component and region-of-interest (ROI) oadi

In JPEG2000, images are typically divided into ripldttiles and encoded independently. This is
done to avoid the need for complex and powerfutgssors when loading and encoding huge
images in hardware. The Discrete Wavelet TransfoomdDWT) is designed for this purpose. A
tile-component is referred to a tile which consisfsonly one colour component. Each tile-
component is then further divided down to differeesolutions and sub-bands with the use of
DWT. Each resolution is then divided into multigeecincts which identify a geometric position
of a tile-component of an image. Furthermore, eadhrband at each resolution is divided into
multiple code-blocks, which will be coded into imidiual packets. The packets are arranged in
the codestream following a particular progressiaeospecified at the encoder.
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Figure 3. JPEG2000 Coding by Resolution and SNR [iv]

A key feature of JPEG2000 is that it supports taanfs of scalability. The first SNR scaling can
progressively reduce the amount of information girel. This may be performed in a number of
ways, on the various coding layers. The affect MRSscaling is shown in Figure 4. The second
form of scaling is progressive resolution codingisTeffectively changes then size of the trans-
mitted frame. lllustrated in Figure 3 is the orgation of the JPEG2000 code stream. Four levels
of resolution coding are shown. The dark squaeel®w resolution image, when combined with
the neighbouring three code blocks; a higher rémmlumage is formed. This is then repeated
with the next two sets of three code blocks. Atdhene time the number of bits per pixel (bpp)
represents the SNR coding depth.

Motion JPEG2000 (MJ2) has been defined in pamfithe JPEG2000 standard [v] for compres-
sion and encoding of time sequences of imagesyiikeo streams. The standard was developed
to generate highly scalable compressed video, wbéchbe easily edited. Thus, MJ2 does not
include motion compensation and every frame invideo stream is individually encoded [vi].
The concept of intra-frame coding reduces the ceriyl of inter-frame interdependencies found
in other video codec. Since each frame is treadkeda still image, a single codec can be used for
both JPEG2000 still pictures and MJ2 video compoasand encoding. Thus, although individ-
ual JPEG2000 graphics where used in this study; rgyeresent the same problems as full MJ2.

3.3 Satellite Transport

At present, the trend of satellite communicatiomésding towards deployment of next genera-
tion broadband satellites that provides multimexfiplications with high demands for quality and
availability of service. In line with the anticigatt advancement and to meet the growing demand
for high data rates, much research has been foarseggenerative and full on board processing
(OBP) payloads, advance mesh antennae, high speacthunication system, optical satellite
links, high speed transponders and miniaturisatiosatellite components |[vii, viii]. The first re-
generative satellite payloads are operational deugonstruction, performing on-board MPEG-2
cell multiplexing and switchinge(g. Skyplex or AmerHis) or ATM cell switching (e.g. VBE
and WEB 2000 architecture), and the UK-DMC satkitven implements an IP stack. It is fore-
seeable that future communication satellites wilblement an IP stack and on top of this a pro-
grammable network platform.

Future generations of communication satellites sugyport a range of new capabilities. The most
immediate is the emergence of DVB-S2[ix], an effectupgrade of the current Digital Video
Broadcast over Satellite (DVB-S) transport techgglowvhich is the dominant means for trans-
porting most broadcast video to date. DVB-S2 inekiddaptive Forward Error Correction (FEC)
which means that the up and down link data cageacitan adapt to changes in fading, for exam-
ple from varying cloud cover. This also means, haavethat both the up and down link transport
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capacities may independently vary; increasing wittaker FEC and contracting as stronger FEC
is required. Each FEC frame has fixed size of ei@#800 bits for normal FEC frame or 16,200
bits for short FEC frame. Depending on the FEC aades, the capacity of the frames may be
anything between these limits. Further, work igadly progressing on IP enabled capabilities for
satellites. Although this may not be an obviousghby its self, combined with developments in
tuneable, multiple footprint platforms, we see adeloof a satellite which not only may have to
do routing, but multicast and some amount of Quadit Service management. Standards for
DVB over IP are already in progress — and so wetlseeemergence of true IP based broadcast
architecture.

4 Active Services in Satellites

A wide range of applications scenarios can be demed for application in the architecture de-
scribed above. The following is a list of applicat$ considered in some detail in the study.

* Reliable Multicast (RM) scenario: In the RM scepasctive networking may be used to load
RM protocol instances and FEC codecs to relevamior& nodes on demand while runtime.

« Intelligent Dropping (ID) scenario: In the ID sceioa intelligent dropping processes (or just
policies) that evaluated the priority of packetstweams are loaded dynamically via PAN to
satellite nodes that have to drop packets.

» Transcoding (TC) scenario: In the TC scenavia, active networking transcoders are con-
trolled and loaded dynamically by satellite netwoaddes in order to adapt parameters (e.g.
codec, data rate, etc.) of multimedia streams twark conditions or user requirements.

 MHP scenario: In the Multimedia Home Platform (MH$enario an intelligent process in
the satellite routes certain MHP content only tecsfic spot beams and performs user feed-
back aggregationiia active networking, the intelligent process couddibaded by the satel-
lite and adapted to new applications.

e MPEG-4 scenario: In the MPEG-4 multiplexing scemaontent from different sources com-
posing a single MPEG-4 scene are multiplexed ind#ellite.via active networking, the
composition software can be loaded by the satelhitd controlled from the base station.

* Advanced network management: In the advanced nktw@nagement scenario, manage-
ment or monitoring software is adapted on demanmpt&rator need@a a active networking
system.

* Advanced caching scenario: Caching software isddadpdated, and controlled on demand
via a active networking system in order to adapt tehing software to applications and ser-
vices.

These scenarios represent a broad range of; afiptisanetwork and policy level programmable
network problems. The scenarios described belowsf@n application level and policy level ap-
proaches. Both cases are to do with manipulatiifz#®00 images. Both where implemented on
PC based test-beds and used the Java JJ2000 impdeime [x] available from EPFL. At this
time, there is no reference satellite platform rledi for developing and testing the kind of appli-
cations discussed here; and one of the outputs thherdrties 1 project was the recommendation
that such a platform be developed.

4.1 The Transcoding Scenario

The issue of transcoding has been widely exploseé (or example [xi]). This transcoding sce-
nario considers a stream of JPEG2000 images, pwdsiioning a moving image and which re-
quires that a constant frame rate is preserveddposiders cases where the download latency is
just to slow for ‘full fat’ images). Issues impedithis can arise in a satellite situation when, for
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example, the down-link FEC reduces the availablk bandwidth. It may also occur if there is
routing in the satellite platform, which may havaltiple foot prints. There are then two options;
reduce the resolution or change the informatiorttdépNR) of the picture as illustrated in Figure
4. The former of these may be preferred if, formapke, the terminal devices has a small screen.

| I
*253 "=

Figure 4. SNR Progressive coding (3.55bpp, .355bpp, .0355bpp and -0.009bpp)

To implement this application the following funai®are performed, with regard to the reference
architecture (shown in Figure 1):

4

|

-
I ¢
N IIIIIIIIIm

« The Media Provider may re-code the images in JPBG26rmat. This may, optionally, be
performed on the Ingress Node.

* The Satellite Node hosts the active componentdgeld@rom the Active Component Provider.

« If the stream is encoded at the Ingress Node,dtishbe decoded back to the originating
format at the Egress Node. Otherwise the User dhuawe the appropriate decoder.

On the satellite node, the active component isddaals a Dynamic Component. It should then
have access to the link capacity from the modul@mure 2) to discover the available down link
capacity and decide how to transcode the imagghduild, of course, also know the rate at which
the images are being sent for the target streanthenoverall downlink load.

Implementation of the transcoding component mayjeroached in a number of ways. Within
the scope of the ARTIS project, and expedient aguggrovas taken and the encoder and decoder
provided with [x] where used. However, the codeatns of JPEG2000 are so designed that sig-
nificant efficiency gains may be had. The resoluticanscoding is the most straightforward as
can be seen from Figure 3, this requires simplyttiecode stream is truncated at the right place.
In this respect, it is similar to the intelligermb@ping scenario below. SNR progressive scaling is
more complex and detailed information about ealehisi required. Never the less, these are all
integer operations and so can be quite efficiarhfthe performance perspective.

4.2 The Intelligent Dropping Scenario

As with the transcoding scenario, intelligent drogpmay be appropriate when constant frame
rates are required in the presence of congestioadurced link capacity. However it maybe that
there are queuing mechanisms involved which byuletiop packets randomly — where by ran-
domly we mean, with out regard to the contentdhefgackets. The impact of this can be seen in
Figure 5 in which the first image is the referegcaphic and the second has 1% of packets lost at
random. Of course, it is possible that droppingkp&chas little impact and the figure here shows
a bad case, although not unusual.
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Figure5. Intelligent Dropping (0% loss, 1% Random loss, 80% intelligent dropping)

The effect seen, can be understood with refereméegure 3. It can be seen that if a packet con-
taining the lowest resolution ‘thumbprint’ of theded image is lost, recovering the graphic will
be almost impossible and the impact becomes prsigedg less server as the outer code blocks
are lost. Thus, prioritising loss progressivelilldaing the flow of the codec would allow a more
graceful information loss; and allowing for this svpart of the initial intent of the JPEG2000
technology. The last image in Figure 5 has 80%soflata dropped, but using low priority pack-
ets.

Architecturally, the implementation of intelligedtopping is similar to the transcoding scenario.
The two key changes are the introduction of arlligent, adaptive encapsulateor at the satellite
ingress point and the control of the dropping medra in the space segment. These are shown
in Figure 5.
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Figure 6. The Intelligent Dropping Architecture

In this architecture [xii], the active encapsulbas two jobs. The first is to decide, depending on
things like link quality, how to place the JPEG2Qfifle stream in the IP packets. There is an
important trade off here as, on the one hand,ittex the granularity this is done at the more pre-
cisely the available band width can be matched;thetoverheads are increased. Too course a
granularity and the quality of the image will begdeded too quickly. The second job is to add a
header which describes the priority of the packstsvell as which is the; first, last and sequence
number of the packets of a given video frame. Tgedss point can drop packets in response to
the uplink quality as can the satellite platformself. On the satellite platform, the condition of
packet dropping can be controlled with policiesygorted via any policy management frame-
work. Finally, the satellite egress point has ttvaot and reassemble the code stream.
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5 Conclusions

This paper has reviewed the issues which arise wbaridering the role of programmable and
active networking in the context of satellite baselécommunications. We have motivated the
plausibility of such an architecture by considerthg evolutionary path of telecommunications
satellites. We have also tried to motivate the athges of considering placing active compo-
nents on the satellites themselves. Indeed, thimutgbur project trying to understand where the
business advantage come has been more difficuit ¢basidering its technical viability. How-
ever, if we consider the combination of factorshsas the adaptive FEC, multiple, tuneable foot-
prints with onboard routing or switching, the imfaorce of on-board processing becomes more
apparent. Finally, it is important to note that tmescales of satellite deployment are long com-
pared to those in the fixed network world, so ivésy difficult to know which application level
protocols will be used once the satellites are casioned. Thus, if it is important to have intel-
ligence in the satellite at all, it is importanathhat intelligence is adaptable both to protoanid
codecs which might emerge in the future; and capttb local conditions (such as link capacity
variation and congestion).

To emphases these issues of adaptation we haveibetha codec which is very much in devel-
opment and have explored how adapting to local itiong can be used to improve application
performance in the face of degraded transport (david quality.
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